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Mission and Vision

◼ Provide intelligent compiler for AI-On-Chip

– Intelligent AI compiler for Deep Learning Accelerator (DLA)

– Intelligent AI compiler for Heterogeneous Computing 

◼ Support architecture exploration across full design spectrum

– The next wave of innovation is happening at hardware-software Interface

– Offer novel approach in IP-EDA ecosystem to accelerate innovation and time-to-market

– Optimize the AI performance for off-the-shelf SoCs, FPGAs and custom silicon

◼ In-depth compiler technical experience

– Based on open source compiler, ONNC (Open Neural Network Compiler), connecting 

ONNX ( Open Neural Network Exchange) to AI-On-Chip

– More ONNC information is available on website (https://onnc.ai/) and GitHub -

(https://github.com/ONNC/onnc)

https://onnc.ai/
https://github.com/ONNC/onnc
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ONNX Model for Interfacing with Edge Inference Device

https://azure.microsoft.com/en-in/blog/onnx-runtime-for-
inferencing-machine-learning-models-now-in-preview/

https://azure.microsoft.com/en-in/blog/onnx-runtime-for-inferencing-machine-learning-models-now-in-preview/
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ONNX – Open Neural Network Exchange Format

◼ ONNX is a open format to represent deep learning models

– AI developers can more easily move models between state-of-the-art tools and choose 

the combination that is best for them

– ONNX models are currently supported in Caffe2, Microsoft Cognitive Toolkit, MXNet, and 

PyTorch, and there are connectors for many other common frameworks and libraries.

– ONNX is developed and supported by a community of partners

Reference: https://onnx.ai/

https://onnx.ai/
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ONNC – Open Neural Network Compiler

◼ ONNC (Open Neural Network Compiler)

– Collection of compiler and AI toolchains targeted on ONNX-based DLA

– ONNC transforms ONNX models into executables for DLA

– First open source in July 2018, the latest was released in March 2019

https://onnc.ai/#getting-started

https://onnc.ai/#getting-started
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Compiler Designed for Heterogeneous Architecture 
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ONNC Compiler Architecture

◼ ONNC software stacks illustrates the functional 

blocks from importing an ONNX computation graph 

model to emitting corresponding hardware binaries

◼ ONNC paves another fast track for proprietary DLAs 

to execute ONNX models by defining ONNC IR, an 

intermediate representation (IR) that has one-to-one 

mapping to the ONNX IR

◼ Two other popular compilation frameworks in deep 

learning systems, TVM and Glow, built their 

software stacks on top of the LLVM backend

◼ The intermediate representations of LLVM have a 

finer granularity than ONNC IRs while mapping to 

hardware operators
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ONNC Compiler Advantages

◼ ONNC IR and Extension

– The ONNC IR has defined a set of common operators among which 116 IRs respectively 

correspond to 116 ONNX operators

– To create new ONNC IRs, users may refer to the ONNC IR Extension Guide 

◼ Pass Manager

– ONNC’s pass manager supports automatic scheduling based on the dependency defined 

by the pass designer

– If a pass fails to achieve an optimization goal, it can opt to return a retry request and then 

pass manager will re-schedule the retry pass as well as all its dependent passes

◼ Vanilla Backend

– ONNC provides a Vanilla backend as a template to ease the development of a new DLA 

backend. New IRs or new passes might be required in porting to a new target
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ONNC Optimization Flows

◼ There are two kinds of optimization 

algorithms for neural network

– Graph-level optimization

– Vector-level optimization

◼ Graph-level optimization handles with 

matrices

– Separate a matrix into pieces

– Merge several matrices into big one

– Set the order of matrix multiplications

◼ Vector-level optimization handles with 

vectors

– Reorder the cross products of vectors

Liveness Analysis

Layer Scheduling

Graph-Level Optimization

Memory Allocation

SW Decomposition

Vector-Level Optimization

Dead Code Elimination

Loop Optimization
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Layer Splitting - Handle the memory limit
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Liveness Analysis of Tensors

◼ Find out the live range of every tensor

◼ Leverage use-define chain of ONNX

◼ By the help of simple liveness analysis, we can reuse local memory and eliminate ½ memory 

consumption with greedy allocation
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Layer Scheduling

◼ If size W2 > W1 > W3, then we can reorder X1 X2 X3 to reduce the memory consumption
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Memory Allocation

◼ Memory allocation is use to allocate memory for each layer

◼ Layer Scheduling affects the results of memory allocation
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Layer Fusion

◼ Weight stationary and output stationary architectures usually have dedicated element-wise 

function unit.

◼ If we can leverage the element-wise function unit, then we can save data movement from 

outside to the inside core
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Near-optimal results: ONNC Best-Fit with Heuristic and Reordering
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Domain-Specific Hardware & Software Co-Design

SoC Architecture
Design

IP Selection
& RTL Design

SoC
Integration

Software
Development

SoC System 
Verification

Virtual Prototyping

FPGA PrototypingHW & SW Co-Design

ASIC Full Design and Implementation Cycle

Hybrid Hardware Emulation

Silicon
Tape-Out

RTL Simulation and Verification ASIC Backend Implementation

Supported by EDA vendors 
and Open Source Community
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SoC Architecture and FPGA Prototyping System
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Kernel Space

NVDLA ONNC-Based Software Framework

User ML Application Software

ONNX 
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Runtime Environment
ONNC-based Compiler Tools
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NVDLA Virtual Platform and ONNC SDK

◼ NVDLA virtual platform is built to support various hardware design tradeoffs

◼ Explore the hardware/software co-design and optimize at the system level
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Computing Bonds vs. Memory Bonds
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Open AI Toolchain for Edge Inference

◼ Propose Open AI Toolchain for edge inference

– Based on open-source compiler framework

• ONNC (Open Neural Network Compiler)

– Support ONNX-based DLA (Deep Learning 

Accelerator)

• CNN (NVDLA, …), RNN, CIM, …, etc.

– Support NN models from various frameworks

• Native support or through converters

◼ Target Users

– AI chip makers, silicon users, FPGA users

– SoC architect, academic research

– Model developer for edge inference device 
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Open AI Toolchain Software Framework

tf2onnx

Or Native

Converters
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Calibration tool for NVDLA

◼ NVDLA hardware provides precision-

preservation architecture

◼ ONNC Calibrator profiles distributions of weight 

parameters, input tensors and activations and 

create calibration table (CTable) to adjust each 

layer.

◼ ONNC Calibrator does some basic 

optimizations and produces a new ONNX model 

with INT8 weights

◼ ONNC compiler reads new ONNX model and 

CTable to produce quantized loadable file

NVDLA Backend

FP32 weight >500 images

Post-training
quantization

INT8 weight CTable

Calibrator

Compiler

Loadable

FPGA Emulator
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ONNC on GitHub – Getting Started
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ONNC on GitHub – Build ONNC with Docker Image
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ONNC on GitHub – Running ONNX Models 
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